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Abstract—Malaria is a serious and sometimes fatal disease
disease results from parasites transmitted to humans through the
bites of infected female Anopheles mosquitoes. These parasites
belong to the Plasmodium family, with Plasmodium falciparum
identified as the most deadliest species. Malaria has a substantial
impact on health of public, and socio-economic development,
particularly in endemic regions. It disproportionately impacts
children aged five and under and pregnant women. Automating
malaria detection offers numerous advantages, including early
identification of infection, high accuracy in parasite detection,
and faster diagnosis compared to traditional methods. These
automated systems improve access to diagnosis, particularly in
remote areas, and are ultimately cost-effective. Wide-ranging
deep learning methodologies are employed for the detection of
the disease, two of them used are LeNet and Snapshot Ensemble
with the accuracy 95% and 99.3% respectively.

Index Terms—Malaria, Light Microscopy, RDTs, ML, SVM,
Image Processing, VGG, Deep Learning, CNN, Xception, Snap-
shot Ensemble, Artificial Intelligence.

I. INTRODUCTION

Malaria is the deadliest disease spread worldwide through
the bite of Anopheles mosquitoes, specifically females. The
most extensive propagation of Malaria is in the tropical
and sub-tropical countries. Malaria is more prevalent in
warm-climate nations due to the favorable conditions for the
breeding of Anopheles mosquitoes, the primary vectors of the
disease [1].

P. falciparum (∼75%) and P. vivax (∼25%) are the two
most noxious species of the disease known as Malaria. The
other ones are Plasmodium ovale, Plasmodium knowlesi and
Plasmodium malariae [1].

The transmission of the Plasmodium parasite from
mosquitoes to humans and back. Infected mosquitoes inject
sporozoites into humans during a bite, which travel to the
hepatic gland (liver) and multiply. Then, they infect RBCs
(red blood cells), causing symptoms. When a mosquito bites
an infected person, it ingests the parasite, which multiplies
in the mosquito’s gut and eventually moves to its salivary

glands, ready to infect another human during the next bite.

Fig. 1. Life Cycle of Malaria

The two prevalent traditional methods for malaria detection
are light microscopy and RDTs. In these manual approaches,
a drop of an individual’s blood is spread onto a testing
slide by a skilled laboratory expert for examination under a
microscope. While both methods are cost-effective, they suffer
from being time-consuming, prone to errors, and reliant on
expert microscopists with proficiency in slide interpretation.

TABLE I
YEARLY ANALYSIS OF MALARIA CASES AND DEATHS

Year Cases Deaths
(in thousand) (in thousand)

2018 228,000 567
2019 232,000 568
2020 245,000 628
2021 247,000 619
2022 247,000 608

If the situation demands solely to detect whether a person
is infected with Malaria, the experts use ’thick blood films’



also known as ’thick blood smears’. Conversely, for the
precise determination of the species of the Malaria parasite,
’thin blood films’ also known as ’thin blood smears’ are
utilized.

Therefore, automated systems are necessary to address the
limitations of traditional manual methods for malaria detec-
tion. These systems facilitate early disease detection by speed-
ing up diagnosis and alleviating the burden of microscopists.

II. LITERATURE SURVEY

The literature survey conducted for the advancement of our
paper and project is summarized in Table II.

III. OUR WORK

A. Dataset

1) Description: This Malaria dataset from Tensorflow com-
prises 27,558 cell images from segmented thin blood smear
slide images. It features an equal distribution of parasitized
and uninfected cells (13779 each), providing balanced repre-
sentations of both conditions [13]. The exemplar dataset is
displayed in Fig. 2.

Fig. 2. Images from dataset

2) Data Analysis: Image Preprocessing standardizes image
formats and removes noise, ensuring uniformity across all
images. Resizing and rescaling are performed in this step,
converting image dimensions to (224, 224), enhancing con-
sistency for subsequent analysis. The dataset with this image
dimension is displayed in Fig. 3.

Normalization was also performed so that all images fall in
a given range.

X =
X −Xmin

Xmax−Xmin

3) Data Segmentation: Algorithms based on deep learning
necessitate massive training data to understand the patterns.
Therefore, the dataset is segmented in the ratio 8:1:1. The
data is divided such that 80% is allocated to the training set,
and 10% and 10% are assigned to the test and validation sets,
respectively.

TABLE II
SUMMARY OF LITERATURE ANALYSIS

Sr No Author Year Methodology Learning
1 Divyansh

Shah et
al. [2]

2020 CNN Aid in identifying
malaria and specific
other diseases as well.

2 Vijayalakshmi
A et al.
[3]

2019 VGG, SVM In reference to perfor-
mance, the VGG19-
SVM integration sur-
passed that of tradi-
tional CNN models.

3 Yuhang
Dong et
al. [4]

2017 LeNet,
GoogLeNet,
AlexNet, SVM

Deep convolutional
neural networks
have achieved higher
accuracy than SVM
methods and demand
minimal human
intervention for input.

4 Sumit
Kumar et
al. [5]

2023 CNN Accurate malaria de-
tection can still be
achieved with just a 2-
layer CNN.

5 WHO
Malaria
Report
[1]

2023 Light
microscopy
and RDTs

RDTs and light mi-
croscopy are being
supplemented by an
expanding vector con-
trol toolbox under de-
velopment.

6 Mehedi
Masud et
al. [6]

2020 CNN and SGD CNNs can effectively
and accurately assist
in detection of malaria
from input images in
real-time.

7 Rajesh
Mayya et
al. [7]

2022 Various pre-
trained learning
approaches and
CNN

The Inception-V3 and
MobileNetV2 models
exhibit higher accu-
racy levels compared
to machine learning
algorithms.

8 Aliyu
Abubakar
et al. [8]

2021 Deep Convolu-
tional Networks

Comprehensive evalu-
ations are furnished
concerning precision,
recall, accuracy, and
computational time.

9 Saurav
Mishra
[9]

2021 Snapshot
Ensemble

A system aimed at
precise and rapid
malaria detection is
crucial for realizing
a malaria-free
environment.

10 Christonson
Berin
Jones et
al. [10]

2022 CNN, SVM The proposed scheme
is accurate, beneficial,
and dependable for
parasite detection.

11 Charles
Ikeri-
onwu et
al. [11]

2022 CNN, various
Machine
learning
algorithms

Systematic analyses
are utilized
to understand
the standard
ML algorithms
implemented for
automating blood
film interpretation
with an affordable
microscope.

12 Suman
Kunwar
et al. [12]

2018 Image Process-
ing

Construct a new im-
age processing sys-
tem to recognize the
malaria parasites.



Fig. 3. Images after preprocessing

B. Methodologies

1) LeNet: LeNet, a pioneering convolutional neural
network architecture, was introduced by Yann LeCun and
his team in 1998 for the task of recognizing handwritten
digits. [14], LeNet marked a significant advancement in the
field of deep learning. It comprised four layers, including
three convolutional layers along with a single fully connected
layer. The convolutional layers utilized small kernel sizes
and max-pooling operations to derive features from the
input images, while the fully connected layer performed
classification based on these extracted features [15]. We have
used the architecture shown in Fig. 4 with the image size
(224, 224).

2) Snapshot Ensemble: The fundamental concept revolves
around guiding the model towards numerous local minima
points throughout the process of optimization and recording
the parameters of model at these points. Throughout training,
the neural network navigates via various local minima. Among
them, the lowest point is termed the Global Minima. With
larger models, the count of parameters and local minima
increases [9]. This suggests the existence of distinct clusters
of weights and biases where the model makes minimal errors.
Each minima serves as a modest yet potential model for
addressing the problem. Here, we are using the EfficientNetB0
Snapshot Ensemble model. And the split of dataset is in the
ratio 3:1, where the train set has 75% data and the test set
has 25% data. By capturing multiple snapshots of weights and
biases, we can blend them to create a more robust, generalized
model that minimizes errors effectively.

IV. RESULT COMPARISON

A. Performance Evaluation

The following are the techniques used for evaluating the
performance of the models:

• Accuracy: It is the fraction of the summation of the true
positive (tpr) and true negative (tnr) to the summation of
the predictions.

Accuracy =
tpr + tnr

tpr + tnr + fpr + fnr

Fig. 4. LeNet model

• Precision: It is the fraction of the true positive to the
summation of the true positive (tpr) and false positive
(fpr).

Precision =
tpr

tpr + fpr

• Recall or Sensitivity: It is the fraction of the true positive
(tpr) to the summation of the true positive (tpr) and false
negative (fnr).

Recall =
tpr

tpr + fnr

• F1-Score: It combines the precision (pr) and recall (rc).

F1 =
2 ∗ Precision(pr) ∗Recall(rc)

Precision(pr) +Recall(rc)

=
2 ∗ tpr

2 ∗ tpr + fpr + fnr

• Specificity: It is the fraction of the true negative to the
summation of false positive (fpr) and true negative (tnr).

Specificity =
tnr

fpr + tnr

where,

tpr: True Positive,



tnr: True Negative,
fpr: False Positive, and

fnr: False Negative.

The variables employed for performance evaluation are
defined below:

• True Positive (tpr): A person who is parasitized (posi-
tive) and classified as parasitized (positive).

• True Negative (tnr): A person who is not parasitized
(negative) and classified as not parasitized (negative).

• False Positive (fpr): A person who is not parasitized
(negative) and classified as parasitized (positive).

• False Negative (fnr): A person who is parasitized (pos-
itive) and classified as not parasitized (negative).

Fig. 5. LeNet model accuracy graph

Fig. 6. EfficientNetB0 Snapshot Ensemble model accuracy graph

B. Error Sanctioning

For error sanctioning in binary classification problems,
generally the binary cross-entropy loss [16]. In binary clas-
sification, where the classes, m = 2.

Cross− entropy = (−a)log(p) + (1− a)log(1− p) (1)

a: actual value, p: predicted value

TABLE III
RESULTS OF MODELS USED IN THIS RESEARCH PAPER

Methodology Epochs Image Size Accuracy
LeNet 50 (224, 224) 94.84%

EfficientNetB0 200 (224, 224) 99.32%

V. CONCLUSION

For this work, we have done a comparative study of
how the automation of the malaria detection outperforms the
traditional methods, and how the machine learning and deep
learning techniques did a commendable job in the healthcare
sector. In our project, we have used two CNN methodologies
LeNet (with 50 epochs) and EfficientNetB0 (with 200 epochs),
giving us the accuracy of 94.84% and 99.32% respectively
on the portion of dataset used for testing. Therefore, further
researches can be implemented considering these results.
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